NEARLY LOSSLESS CONTENT-DEPENDENT LOW-POWER DCT DESIGN
FOR MOBILE VIDEO APPLICATIONS

Chia-Ping Lin, Po-Chih Tseng, and Liang-Gee Chen

DSP/ICDesignLab.,Graduatelnstit

uteofElectronicsEngineeringand

DepartmentofElectricalEngineer ing,NationalTaiwanUniversity
{cplin,pctseng,lgchen} @video.ee.ntu.edu.tw

ABSTRACT

This paper proposes a practical contentdependent low-
power DCT design with tolerable quality drop. Low-
power issue has become more and more important,
especially forportabledevices. Unfortunately, lowpower
design always brings in significant quality drop at the
sametime. This work notonly achievesultralow power
dissipationbutalsoremainstolerable quality drop (about
0.1dB)inmostcases. The  proposedarchitectureisbased
on distributed arithmetic architecture [1] and combined
withmorereliablePPA classificationalgorithm[2].Itcan
accurately control bitlevel calculation and avoid
unnecessarycalculationtosavepower. Thischaracteristic
is powerful and very useful in video encoder systems,
sincecoefficientsafterDCTandQbecomezerowithhigh
probability. This part of power can be saved without
causingundesiredqualitydrop.

1. INTRODUCTION

Sincethefirstappearancein[3],discretecosinetransform
(DCT)hasbecomethemostwidelyusedtransformcoding
techniqueforvariousimageandvideocodingalgorithms.
Ithasalsobeenadoptedbymostimageandvideocoding
standards,includingJPEG ,MPEG1,MPEG2,MPEG4,
H.261,H.263,andH.264/AVC.

DCT is a dominating computationintensive task of
videoencodersystems, only second to motionestimation
(ME). For encoder with full search ME case, DCT,
quantization(Q),andtheirinversestogetheroccupy 16%
ofoverallcomplexity. AsforencoderwithfastsearchME
case, DCT/Q/IQ/IDCT occupies more significant 29% of
overall complexity. Since video encoder systems
generally adopt fast search ME for mobile video
applications, the importance of DCT/Q/IQ/IDCT is
noticeable. As a result, the minimization of power
dissipationof DCTisindispensableinordertoachievea
lowpower video encoder system for mobile video
applications.
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Inadditiontopowerdissipation,thequalityisalsoan
essential factor for video encoder systems. Too much
quality drop would make DCT implementation
impractical, since the accumulative error propagation
coulddegradetheencodedqualitydramatically.

Intheliterature,many lowpower DCT architectures
have been proposed. The adopted techniques can be
classifiedintotwocategories.Oneisthelosslessapproach,
suchascoefficientscaling,gatedregister,andarchitecture
basedondistributedarithmetic(DA)[1]. Theotheristhe
lossy approach based on contentdependent algorithm,
such as PPA classification [2]. Although this approach
can perform very well in lowering power dissipation,
however, the caused quality dropis very significantsuch
astobecomeimpracticalforvideoencodersystems.

TheproposedlowpowerDCTdesigninthispapercan
reach tolerable quality drop based on contentdependent
algorithm and all lossless techniques to satisfy the low-
power requirement, which makes it very practical and
useful in establishing lowpower video encoder systems
formobilevideoapplications.

2. BACKGROUND
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Fig.1.Roweolumnmethodfor2DDCT

Fig. 1 shows the most commonly used roweolumn
methodfor2DDCT,bywhichthe2D 8x8 DCTcanbe
realizedwith 16 passesof 1D 8point DCT. Besides, by
applying firstlevel even/odd decomposition, the 1D 8-
pointDCTcanbedecomposedasfollows.
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DA isabitserial operation that computes the inner
product of two vectors (one of which is a constant) in
parallel withoutany multiplication. Itusesthe ROM and
accumulator (RAC) structure to substitute the constant-
coefficientmultiplier,asshowninFig. 2. Theadvantage
of DA isitslow power dissipation, butitmay encounter
the mismatch condition. For 1D 8point DCT, if the
bitwidth of input data is larger than 8bit, then the
mismatch condition of DA leads to precision loss with
directtruncation.
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Fig.2. TheROMandaccumulator(RAC)structureof DA
3. LOSSLESS APPROACH

There are some techniques that can simplify the DCT
computationwithoutanyqualitydrop.

3.1. Coefficient Scaling

The adopted flow graph with scaled coefficient and
DC/AC4 butterfly technique is to scale the DCT
coefficient matrix with the constant  a and further apply
alllevel even/odd decomposition specific for DC and
AC4 frequencies. After the scaling of DCT coefficient
matrix with the constant a, the matrixvector
multiplications forDCand AC4 frequenciesonlyinvolve
additionsandsubtractions. Withthefurtherapplicationof
alllevel even/odd decomposition specific for DC and
AC4 frequencies, which results in the DC/AC4 butterfly
asshowninFig. 3,the DC and AC4 frequencies can be
implemented by only four adders/subtractors instead of
twoRACs. Thistechnique hastwo advantages. First, the
mismatch condition can be alleviated. Since the DC

frequency is implemented by bitparallel adders, there is
no mismatch condition for the DC frequency, which is
originallythemostcritical frequency component. Second,
the computational complexity can be reduced. Since the
RAC of DC frequency usually has more bits to be
computed, the implementation of DC and AC4
frequencies with only four adders/subtractors can thus
reducetherequiredarithmeticoperations.
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3.2. Selective Gated Registers

Ratherthanusingtheshiftregisterstoshifttheinputdata
and the data after the butterfly structure in [2], the
proposeddesignadoptstheselectivegatedregisters(SGR)
instead of shifterregisters forregisters DOto D7 as well
astheevenregistersEOtoE3andoddregistersO1toO3
afterthebutterflystructure. Everyclockcycleonlyoneof
theeightregistersD0OtoD7isselected,andtheothersare
powered down by clock gating. Compared to using the
shift registers, using the selective gated registers for
registersD0toD7canreducethepowerdissipationtoone
eighthinidealcase.Besides,thefourevenregistersEOto
E3andfouroddregistersO1toO3areonlyactivated for
one cycle within every eight cycles, and all the eight
registers are powered down by clock gating for other
seven cycles. This can significantly lower the power
dissipation of shift registers originally used for the data
afterthebutterflystructure.

Besides, the selective gated register array is also
adoptedtoreplacethetranspose memory. Because ofthe
parallel architecture, the transpose register array is only



activeonecyclepereveryeightcycles,whichsavesmuch
unnecessarypowerdissipation.

4. CONTENT-DEPENDENT ALGORITHM

The contentdependent PPA (peaktopeak pixel
amplitude) algorithm for DCT was first proposed by [2].
Thisalgorithmcanapproximateunnecessary computation
of ACfrequencieswithgoodperformance.BasedonPPA,
anadvancedinputclassifier(AIC)isdeveloped. Together
with the dynamic effective bitwidth extraction (DEBE)
technique, the proposed contentdependent algorithm
further improves the performance of PPA and makes it
moresuitableforvideoencodersystems.

4.1. Advanced Input Classifier

The advanced input classifier can precisely approximate
thezeroorlowprecisionoutputdatabasedoninputdata,
MBmode,and QP.Foragiven MB mode, theadvanced
input classifier can reduce the bits to be computed
according to the signal content variations of input data
(with PPA criterion) as well as the chosen QP, and four
threshold classes are defined to decide the maximum
bitwidth to be computed of each RAC. Therefore, there
are two sets of four threshold classes, one for intra MB
modeandtheother forinterMB mode. Ratherthanonly
being a function of input data, the criterion of advanced
inputclassifierforthresholdingisafunctionofbothinput
data and QP. The threshold values are determined by
exhaustive simulations, and the H.263 quantization
methodasdefinedin[4]isadopted.Besides,thethreshold
values of the second stage 1D 8x1 DCT are two times
largerthanthoseofthe firststage. In ordertoreducethe
control overhead, the same threshold values are used for
theRACsofoddACfrequencies(RAC1/3/5/7).

4.2. Dynamic Effective Bitwidth Extraction

Rather than using the direct truncation of bitwidth for
mismatchconditionin[2],thedynamiceffectivebitwidth
extraction technique, cooperated with above three
techniques, isadopted torejectthe bits of sign extension
for the data after the butterfly structure while also
carefullydeal withthemismatchcondition. Thedataafter
the butterfly structure are stored in the evenregisters EO
to E3 and odd registers O1 to O3 without truncation of
bitwidth. These data are then processed by the dynamic
effectivebitwidthextractionwiththeinformationfromthe
advanced input classifier, as shown in Fig. 3. The
dynamiceffectivebitwidthextractioncanfirstidentifythe
effective bitwidth by rejecting the bits of sign extension
andreducingthebitsafteradvancedinputclassifier.Since
the most critical DC frequency is implemented by bit-
parallel adders, the effective bitwidth for other AC

frequencies (AC1/2/3/5/6/7) are usually less than eight.
The dynamic effective bitwidth extraction can then
dynamicallyextractbitsfromtheeffectivebitwidthrange,
onebitpercycle,toRAC1/3/5/7andRAC2/6.0Onlywhen
the effective bitwidth is larger than eight, the possible
truncation of bitwidth could occur. This approach
performsmuchbetterthandirecttruncationadoptedby[2]
in terms of the accuracy of output data, and thus the
quality drop can be effectively reduced. After the bits of
effective bitwidth range have all been extracted, clock
gatingisthenappliedtopowerdownthedynamicallyidle
circuits. Sincethe same threshold valuesareused forthe
RACs of odd frequencies (RAC1/3/5/7), there is only a
single pair of control signal for these four RACs. By
above four advanced techniques, the three drawbacks of
[2], such as undesired significant output quality drop
causedbymismatchcondition,theinputclassifierthatcan
only handle the predefined QP case, and power-
inefficientshift

registers, can be effectively overcome, and thus a more
practical and efficient contentdependent DCT design is
achieved.

5. SIMULATION RESULT

Fig. 4. shows the simulation result of quality drop. The
test sequences are stefan, weather, mobile, and foreman.
The targeted video encoder system is MPEG4 simple
profile (SP) with predictive fourstep search ME, GOP=
30, and IPPP format. When QP is larger than 8§, the
qualitydropareallwithin0.1dBcomparedwithfloating-
pointDCT.
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Fig.4.QualitydropofproposedDCTdesign

Fig. 5. shows the simulation result of computation
cost. Because DC and AC4 are without RACs, this
simulationonlymeasuresthenumberofbitsneededtobe
performedinthe RACsof other AC frequencies. Ascan
be seen that the proposed algorithm can reduce 50%
computationinaverage.FromFig.4andFig.5,whenQP
becomeslarger,thequalitydropremainstolerableandthe



computation canbereduced. Itmeans thatthisalgorithm
caneffectively save unneeded power and does not cause
sacrificedqualityatthesametime.
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6. IMPLEMENTATION RESULT

Tablel:Gatelevelimplementationresult.

dramaticallyreduced. Andinnormalcase,onlyinevitable
power like transpose register array and input/output
registersdominatestheDCTpowerdissipation.
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Fig.6.PowerbreakdownofproposedDCTdesign
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Fig.7.Powerbreakdownofproposed 1 DDCTcore.

Tablell: Comparisonwithpriorarts

Area(GateCount) POWer(mW@1 'SV’33MHZ) Design Parameter Area Power(uW@MSamples/sec) QualityDrop
Proposed 0.18ym,1.8V,CB 28976 181(worse),113(normal) 0.1dB
28976 6.03(worsecase, IntraQP=4) Xanthopoulos[2] 0.6pm, 1.56V.FC 30K 313 4B
Fanucci[5] 0.18ym,1.6V,CB. 30K 629 No
3.77 (normalcase, InterQP=12) August[6] 0.18ym,1.8V.CB____15K 154 1.32dB

The proposed contentdependent lowpower DCT design
hasbeenimplementedbyfrontendcellbaseddesignflow
andsynthesized by Artisanstandardcelllibrarybased on
UMCO.18 um 1P6M CMOS process. Table I shows the
gatelevelimplementationresult. Theareaisestimatedin
termsofsynthesizedgatecount,andthepowerdissipation
is estimated by Synopsys PrimePower gatelevel power
estimation withtheunitofmW @ 1.8 V,33MHz. Since
the proposed DCT design adopts contentdependent
algorithm, differentsignalcontentvariationsofinputdata
canresultindifferent power dissipations. Therefore, two
kinds of input data have been used for the power
estimation. One belongs to the worse case in which the
8x8blocksareofintraMBmodeandatQP=4,whilethe
otherbelongstothenormal caseinwhichthe 8x8blocks
are of inter MB mode and at QP = 12. As can be seen
from Table I, the contentdependent DCT design in
normal case consumes lower power dissipation (63%)
thaninworsecase. Thesepowerdataareestimatedunder
1.8Vand33MHz.ForCIF30fps,theproposedcontent-
dependent lowpower DCT design is only required to
operate at 4.56 MHz. As a result, the static
voltage/frequency scaling can be applied, and the power
dissipation after scaling to 1.2 V and 4.56 MHz is
estimated to be 910 uW in worse case or 473 uW in
normalcase.

Fig. 6isthepowerbreakdowninworse caseandin
normal case. Fig. 7 is the further power analysis of 1D
DCTecore.ItclearlyshowsthatthepowerofRACscanbe

7. CONCLUSION

TableIIliststhecomparisonwithpriorarts. Itshowsthat

this work has the better balance between power and
quality. With only 0.1dB quality drop, this work can
achievethebestpowerefficiency comparedtopriorarts.
This makes it become a more practical and efficient
contentdependentDCTdesign,whichisverysuitablefor
powereonstraineddevicesformobilevideoapplications.
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